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**Project Summary**:

The urgency of detecting hate speech in memes comes from a combination of increasing hate speed on social media and lacking effective machine learning tools to identify/stop them. Detecting hate speech in memes is complicated for AI as it requires reasoning about subtle cues in a multimodal setting (e.g. image and text). The Current state-of-the-art multimodal models perform much poorer compared to human performance, indicating that there is much room for research and improvement. The goal of this project will be construct some multimodal models to improve the hate speech detection task.

**Approach**:

* We first replicate the facebook unimodal and multimodal pretraining baselines: Visual BERT and Visual BERT COCO [1-5].
* Since the Facebook Hateful Memes Competition has been completed and top winners solutions have been publicly available on Github <https://github.com/drivendataorg/hateful-memes/> [5], we will further replicate the third winner’s solution which is applying grown training set, extracting image features using Detectron algorithm, fine-tuning pretrained Visual BERT model, and applying majority voting [6].
* With a finely tuned Visual BERT model, we plan to further improve the model performance by applying the following techniques:
  + Find more similar datasets on the web, or employ data augmentation techniques to further grow the datasets [6].
  + Apply the top winner’s approach which is to remove the text from the image first before applying the object detection (Detectron) algorithm [7].
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